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Abstract

One may argue that the simplest type of neural networks beyond a single perceptron is an array of several perceptrons in parallel. In spite of their simplicity, such circuits can compute any boolean function if one views the majority of the binary perceptron outputs as the binary output of the parallel perceptron, and they are universal approximators for arbitrary continuous functions with values in $[0,1]$ if one views the fraction of perceptrons that output 1 as the analog output of the parallel perceptron. Note that in contrast to the familiar model of a “multi-layer perceptron” the parallel perceptron that we consider here has just binary values as outputs of gates on the hidden layer. For a long time one has thought that there exists no competitive learning algorithm for these extremely simple neural networks, which also became known as committee machines. It is commonly assumed that one has to replace the hard threshold gates on the hidden layer by sigmoidal gates (or RBF-gates) and that one has to tune the weights on at least two successive layers in order to achieve satisfactory learning results for any class of neural networks that yield universal approximators. We show that this assumption is not true, by exhibiting a simple learning algorithm for parallel perceptrons – the parallel delta rule ($p$-delta rule). In contrast to backprop for multi-layer perceptrons, the $p$-delta rule only has to tune a single layer of weights, and it does not require the computation and communication of analog values with high precision. Reduced communication also distinguishes our new learning rule from other learning rules for parallel perceptrons such as MADALINE. Obviously these features make the $p$-delta rule attractive as a biologically more realistic alternative to backprop in biological neural circuits, but also for implementations in special purpose hardware. We show that the $p$-delta rule also implements gradient descent – with regard to a suitable error measure – although it does not require to compute derivatives. Furthermore it is shown through experiments on common real-world benchmark datasets that its performance is competitive with that of other learning approaches from neural networks and machine learning. It has recently been shown ([2], [3]) that one can also prove quite satisfactory bounds for the generalization error of this new learning rule.
**Keywords:** learning algorithm, parallel delta rule, parallel perceptrons, committee machines, reduced communication.
1 Introduction

In spite of its early successes, the perceptron along with the perceptron learning algorithm – the delta rule – have been abandoned because of the limited expressive power of a single perceptron. Instead, one has resorted to circuits consisting of at least two layers of modified perceptrons with a smooth activation function (sigmoidal neural nets, also called MLP’s) and a gradient descent learning algorithm (backprop). “However, the realization of large backpropagation networks in analog hardware poses serious problems because of the need for separate or bidirectional circuitry for the backward pass of the algorithm. Other problems are the need of an accurate derivative of the activation function and the cascading of multipliers in the backward pass.” (quoted from [24]). For similar reasons it is quite dubious whether backprop is applied by biological neural systems to adapt their input/output behavior.

Backprop requires the computation and communication of analog numbers (derivatives) with high bit precision, which is difficult to achieve with noisy analog computing elements and noisy communication channels, such as those that are available in biological wetware. We will show in this article that there exists an alternative solution: a simple distributed learning algorithm for parallel perceptron that requires less than 2 bits of global communication.

One gets already universal approximators for arbitrary boolean and continuous functions if one takes a single layer of perceptrons in parallel, each with just binary output. One can view such single layer of perceptrons as a group of voters, where each vote (with value $-1$ or $1$) carries the same weight. Their majority vote can be viewed as a binary output of the circuit. Alternatively one can apply a simple squashing function to the percentage of votes with value 1 and thereby get universal approximators for arbitrary given continuous functions with values in $[0, 1]$.

It is shown in this article that this very simple computational model – to which we will refer as parallel perceptron in the following – can be trained in an efficient manner. The learning algorithm consists of a simple extension of the familiar delta rule for a single perceptron, which we call the $p$-delta rule.
Parallel perceptrons and the $p$-delta rule are closely related to computational models and learning algorithms that had already been considered 40 years ago (under the name of committee machine, or as a particularly simple MADALINE; see [28] and chapter 6 of [25] for an excellent survey). In fact, Rosenblatt's classic book [26] contains already an explicit algorithm for feedforward networks composed of binary elements. A major advantage of the $p$-delta rule over algorithms like MADALINE (and backprop for multilayer perceptrons) is the fact that the $p$-delta rule requires only the transmission of less than 2 bits of communication (one of the three possible signals “up”, “down”, “neutral”) from the central control to the local agents that control the weights of the individual perceptrons. In spite of its simplicity, the $p$-delta rule introduces a powerful new principle from machine learning into learning algorithms for committee machines: maximization of the margin of individual perceptrons. The superior generalization capability of support vector machines is largely based on this principle. We demonstrate that also in this new context (a distributed network) it provides good generalization behavior. We refer to [2] for a rigorous analysis of this novel application of the margin maximization principle. There it is shown that the generalization error of the $p$-delta rule can be bounded in terms of the margins achieved by the constituent perceptrons.

The $p$-delta rule provides a promising new hypothesis regarding the organization of learning in biological networks of neurons that overcomes deficiencies of previous approaches that were based on backprop. Note that in contrast to backprop the $p$-delta rule does not require a sophisticated “shadow-network” for learning, that computes and transmits fairly complex individual error signals to the neurons. The $p$-delta rule can also be applied to biologically realistic integrate-and-fire neuron models whose output is – on a short time scale – binary: they either fire an action potential or they don’t. In fact, the $p$-delta rule has already been applied successfully to the training of a pool of spiking neurons [22]. The empirical results from [22] also demonstrate that the $p$-delta rule performs well not just for classification but also for regression problems.

Learning algorithms for committee machines have also been discussed in the physics literature, see e.g. [8] and the references in that article. [8] has analyzed online learning for a special case of the parallel perceptron with 3 hidden units and non-overlapping inputs.
of these 3 units. The emphasis is there on (in general quite complex) learning rules that minimize the generalization error for this particular architecture. In contrast to that, the \( \mu \)-delta rule is an extremely simple learning rule that requires very little communication within the network, but still generalizes quite well.

We first show in section 2 of this article that the parallel perceptron is a surprisingly powerful computational model. The \( \mu \)-delta learning rule for parallel perceptrons is presented and motivated in section 3. Further theoretical and empirical analysis of the \( \mu \)-delta rule is presented in section 5. In particular, its performance on 8 common benchmark datasets is analyzed and compared with that of MADALINE and backprop, and with two state-of-the-art learning algorithms from machine learning (decision trees and support vector machines). It turns out that the performance of the \( \mu \)-delta rule is, in spite of its simplicity and extremely low organizational and communication requirement within the network, quite competitive with these other approaches. Possible applications to biological models and VLSI are discussed in section 4.

Some results of this article were previously announced in [4].

2 Parallel perceptrons are universal approximators

A perceptron (also referred to as threshold gate or McCulloch-Pitts neuron) with \( d \) inputs computes the following function \( f \) from \( \mathbb{R}^d \) into \( \{-1, 1\} \):

\[
f(z) = \begin{cases} 
1, & \text{if } \alpha \cdot z \geq 0 \\
-1, & \text{otherwise}
\end{cases}
\]

where \( \alpha \in \mathbb{R}^d \) is the weight vector of the perceptron, and \( \alpha \cdot z \) denotes the usual vector product. (We assume that one of the inputs is a constant bias input.)

We define a parallel perceptron as a single layer consisting of a finite number \( n \) of perceptrons (without lateral connections). Let \( f_1, \ldots, f_n \) be the functions from \( \mathbb{R}^d \) into \( \{-1, 1\} \) that are computed by these perceptrons. For input \( z \) the output of the parallel perceptron is the value \( \sum_{i=1}^{n} f_i(z) \in \{-n, \ldots, n\} \), more precisely the value \( s(\sum_{i=1}^{n} f_i(z)) \),
where \( s : \mathbb{Z} \to \mathbb{R} \) is a squashing function that scales the output into the desired range\(^1\).

In the case of binary classification the squashing function is a simple threshold function
\[
s(p) = \begin{cases} 
-1 & \text{if } p < 0 \\
+1 & \text{if } p \geq 0.
\end{cases}
\]

It is not difficult to prove that every Boolean function from \((-1, 1)^d\) into \([-1, 1]\) can be computed by a such parallel perceptron. This type of parallel perceptrons is a special case of the madaline architecture [28].

For regression problems the squashing function could be piecewise linear,
\[
s\rho(p) = \begin{cases} 
-1 & \text{if } p \leq -\rho \\
p/\rho & \text{if } -\rho < p < \rho \\
+1 & \text{if } p \geq \rho
\end{cases}
\]
where \( 1 \leq \rho \leq n \) denotes the resolution of the squashing function.

We now show that parallel perceptrons are in fact universal approximators: every continuous function \( g : \mathbb{R}^d \to [-1, 1] \) can be approximated by a parallel perceptron within any given error bound \( \varepsilon \) on any closed and bounded subset of \( \mathbb{R}^d \). This follows as Corollary 2.2 from the following theorem, which relates the (surprisingly large) computational power of soft-winner-take-all circuits to that of parallel perceptrons. A soft-winner-take-all gate \( g \) computes a function from \( \mathbb{R}^n \) into \( \mathbb{R} \) defined by
\[
g(x_1, \ldots, x_n) = \pi \left( \frac{\{ j \in \{1, \ldots, n\} : x_n \geq x_j \}}{k} - \frac{n}{2} \right)
\]
where \( \pi(x) = x \) for \( x \in [0, 1] \), \( \pi(x) = 1 \) for \( x > 1 \), \( \pi(x) = 0 \) for \( x < 0 \), and \( k \in \{1, \ldots, \lfloor \frac{n}{2} \rfloor \} \) (see [20]). Note that the output value of this gate grows with the rank of \( x_n \) in the linear order of the numbers \( \{x_1, \ldots, x_n\} \).

**Theorem 2.1** Let \( \tilde{f} : \mathbb{R}^d \to [0, 1] \) be some arbitrary function computed by a soft-winner-take-all gate (in the terminology of [20]) applied to weighted sums of input components. Then the closely related function \( f : \mathbb{R}^d \to [-1, 1] \) defined by \( f(\mathbf{z}) = 2\tilde{f}(\mathbf{z}) - 1 \) can be computed by a parallel perceptron.

\(^1\)This could be interpreted as a space-rate coding in a biological interpretation.
**Proof:** Assume that $\tilde{f}$ is computed by a circuit consisting of a soft-winner-take-all gate applied to the $\tilde{n}$ weighted sums

$$\tilde{S}_j = \sum_{i=1}^{d} \alpha_i^j z_i \text{ for } j = 1, \ldots, \tilde{n}.$$ 

Thus $\tilde{f}(z) = \pi \left( \frac{|\{j \in \{1, \ldots, \tilde{n}\} : \tilde{S}_\tilde{n}(z) \geq \tilde{S}_j(z)\}| - \frac{n}{2}}{k} \right)$ for some $k \in \{1, \ldots, \lceil \frac{\tilde{n}}{2} \rceil\}$. In order to compute the closely related function $f(z) = 2\tilde{f}(z) - 1$ (which simply rescales the output range $[0, 1]$ of $\tilde{f}$ into the output range $[-1, 1]$ of a parallel perceptron; this difference in ranges of the outputs is of course irrelevant) by a parallel perceptron, we only need to define an array of threshold gates which compare in parallel on the hidden layer the relative sizes of the (linear) weighted sums $\tilde{S}_j$ and $\tilde{S}_\tilde{n}$. The number of these threshold gates that output "1" can easily be transformed into the natural number $c(z)$ (see next paragraph), that corresponds to the value of the nominator in the quotient that appears in the preceding definition of $\tilde{f}(z)$. The activation function $\pi$ in the definition of $\tilde{f}(z)$ can be simulated by the piecewise linear activation function $S = S_k$ at the output of a parallel perceptron.

Formally we proceed as follows. Define $\rho := k$, $n := \tilde{n} + k$, $S_j := \tilde{S}_\tilde{n} - \tilde{S}_j$ for $j = 1, \ldots, \tilde{n}$, and $S_j \equiv -1$ for $j = \tilde{n} + 1, \ldots, n$. Then we have

$$S_j \geq 0 \iff \tilde{S}_\tilde{n} \geq \tilde{S}_j \quad \text{for } j = 1, \ldots, \tilde{n},$$

and $S_j < 0$ for $j = \tilde{n} + 1, \ldots, n$. Define $c(z) := |\{j \in \{1, \ldots, n\} : S_j(z) \geq 0\}|$. Then $c(z) = |\{j \in \{1, \ldots, \tilde{n}\} : \tilde{S}_\tilde{n}(z) \geq \tilde{S}_j(z)\}|$ for all $z \in \mathbb{R}^d$. Furthermore the function $f(z) := s(2c(z) - n)$ from $\mathbb{R}^d$ into $[-1, 1]$ (where $s$ is the activation function with $\rho := k$ defined at the beginning of this section) can be computed by a parallel perceptron. We will show that $f(z) = 2\tilde{f}(z) - 1$ for all $z \in \mathbb{R}^d$.

The preceding definitions of $\rho$ and $n$ imply that

$$\frac{c(z) - \frac{n}{2}}{k} = \frac{c(z) - \frac{n}{2} + \frac{k}{2}}{k} = \frac{2c(z) - n + k}{2k} = \frac{2c(z) - n}{2\rho} + \frac{1}{2} \quad (1)$$

and

$$\frac{2c(z) - n}{\rho} = 2 \left( \frac{c(z) - \frac{n}{2}}{k} \right) - 1. \quad (2)$$
Case 1: \( \frac{c(z) - \frac{n}{2}}{k} \in (0, 1) \).

Then \( \frac{2c(z) - n}{\rho} \in (-1, 1) \) and we have

\[
f(z) = \frac{2c(z) - n}{\rho} = 2 \left( \frac{c(z) - \frac{n}{2}}{k} \right) - 1 = 2 \tilde{f}(z) - 1.
\]

Case 2: \( \frac{c(z) - \frac{n}{2}}{k} \geq 1 \)

Then \( \frac{2c(z) - n}{\rho} \geq 1 \) and \( f(z) = 1 = 2 \cdot 1 - 1 = 2 \tilde{f}(z) - 1. \)

Case 3: \( \frac{c(z) - \frac{n}{2}}{k} \leq -1 \)

Then \( \frac{2c(z) - n}{\rho} \leq -1 \) and \( f(z) = -1 = 2 \cdot 0 - 1 = 2 \tilde{f}(z) - 1. \)

\[\blacksquare\]

**Corollary 2.2 (Universal Approximation Theorem for Parallel Perceptrons)**

Assume that \( h : D \rightarrow [-1, 1] \) is some arbitrary continuous function with a compact domain \( D \subseteq \mathbb{R}^d \) (for example \( D = [-1, 1]^d \)), and \( \varepsilon > 0 \) is some given parameter. Then there exists a parallel perceptron that computes a function \( f : \mathbb{R}^d \rightarrow [-1, 1] \) such that

\[|f(z) - h(z)| < \varepsilon \text{ for all } z \in D.\]

Furthermore any Boolean function can be computed by rounding the output of a parallel perceptron (i.e., output 1 if the number \( p \) of positive weighted sums is above some threshold, else output 0).

**Proof:** Define \( \tilde{h} : D \rightarrow [0, 1] \) by \( \tilde{h}(z) := \frac{1}{2}(h(z) + 1) \). Then \( \tilde{h} \) is a continuous function from \( D \) into \([0, 1] \). According to Theorem 4.1 in [20] one can compute a function \( \tilde{f} : \mathbb{R}^d \rightarrow [0, 1] \) by a soft-winner-take-all gate applied to weighted sums so that \( |\tilde{h}(z) - \tilde{f}(z)| < \frac{\varepsilon}{2} \) for all \( z \in D \). According to Theorem 2.1 one can compute the function \( f : \mathbb{R}^d \rightarrow [-1, 1] \) defined by \( f(z) = 2\tilde{f}(z) - 1 \) by a parallel perceptron. We have for all \( z \in D : |h(z) - f(z)| = |(2\tilde{h}(z) - 1) - (2\tilde{f}(z) - 1)| = 2|\tilde{h}(z) - \tilde{f}(z)| < \varepsilon \). Since any Boolean function
from \( \{0,1\}^d \) into \( \{0,1\} \) can be interpolated by a continuous function, the preceding result implies the last sentence of the claim.

\[ \square \]

**Remark 2.3**

a) The result of Corollary 2.2 is less obvious than it may appear on first sight. For 2-layer feedforward neural networks with *sigmoidal* gates on the hidden layer (which are usually referred to “multi-layer perceptrons”, although this notion is misleading) the corresponding Universal Approximation Theorem is wellknown [15]. But the parallel perceptrons that we consider in this article (in particular in Corollary 2.2) have instead threshold gates on the hidden layer, which provide only binary outputs.

b) The number of perceptrons of the parallel perceptron that is constructed in Corollary 2.2 is equal to the number \( \tilde{n} \) of weighted sums that provide input to the soft-winner-take-all gate which computes an approximation \( \tilde{f} \) to the given continuous function \( \tilde{h} \) with precision \( \frac{\varepsilon}{2} \). According to Remark 4.2 in [20] this number \( \tilde{n} \) can be bounded in terms of the number of hidden units in a 2-layer circuit \( C \) of sigmoidal gates that approximates \( \tilde{h} \) within \( \frac{\varepsilon}{2} \), the maximal size of weights (expressed as multiple of the smallest nonzero weight) of the gate in the second layer of \( C \), and on \( \frac{1}{n} \). Hence the required number of perceptrons (with binary output) in the approximating parallel perceptron of Corollary 2.2 is likely to be larger than the number of gates in \( C \) (which give analog outputs), but not astronomically larger.

c) Circuits with a soft-winner-take-all gate have an obvious biological interpretation via lateral inhibition between pools of spiking neurons. Parallel perceptrons support a somewhat different biological interpretation on the level of individual spiking neurons, rather than pools of spiking neurons, without lateral inhibition: One may assume that each weighted sum \( \alpha_i \cdot z \) represents the input current to some spiking neuron that fires (at time 0) if and only if \( \alpha_i \cdot z \geq 0 \). Hence \( p := \#\{1 \leq i \leq n : \alpha_i \cdot z \geq 0\} \) can be interpreted as the number of spikes that are sent out at time 0 by an array consisting of \( n \) spiking neurons.
In the subsequent theorem we extend our computational analysis to computations on time series, which are represented by continuous functions \( u_1, \ldots, u_m \) from \( \mathbb{R} \) into \( \mathbb{R} \). We analyze the computational power of circuits consisting of a parallel perceptron applied to some finite set of delayed versions \( D_r u_i \) of inputs for \( i = 1, \ldots, m \) and \( \tau > 0 \), where \( D_r u_i \) is the function from \( \mathbb{R} \) into \( \mathbb{R} \) defined by \( (D_r u_i)(t) = u_i(t - \tau) \). We will refer to these very simple circuits as \textit{parallel perceptrons with delay-lines}. The following result shows that basically any interesting nonlinear filter can be uniformly approximated by such circuits. We refer to [21] for the definition of the notions that are used.

**Theorem 2.4** Assume that \( U \) is the class of functions from \( \mathbb{R} \) into \([B_0, B_1]\) which satisfy
\[
|u(t) - u(s)| \leq B_2 \cdot |t - s| \quad \text{for all } t, s \in \mathbb{R}, \text{ where } B_0, B_1, B_2 \text{ are arbitrary real-valued constants with } B_0 < B_1 \text{ and } 0 < B_2.
\]
Let \( F \) be an arbitrary filter that maps vectors \( \underline{u} = (u_1, \ldots, u_n) \in U^n \) into functions from \( \mathbb{R} \) into \( \mathbb{R} \).

Then the following are equivalent:

(a) \( F \) can be approximated by parallel perceptrons with delay lines

\( (\text{i.e., for any } \varepsilon > 0 \text{ there exists such circuit } C \text{ such that } |F \underline{u}(t) - C \underline{u}(t)| < \varepsilon \text{ for all } \underline{u} \in U^n \text{ and all } t \in \mathbb{R}) \)

(b) \( F \) is time invariant and has fading memory

(c) \( F \) can be approximated by a sequence of (finite or infinite) Volterra series.

**Proof:** The proof is a simple variation of the proof of the corresponding Theorem 3.1 in [21], which in turn relies on earlier arguments from [7]. Apart from Corollary 2.2 one uses the fact that any two different functions \( v_1, v_2 : (-\infty, 0] \rightarrow \mathbb{R} \) can be separated via a suitable delay line, i.e., there exists some \( \tau > 0 \) such that \( (D_r v_1)(0) \neq (D_r v_2)(0) \).

---

\(^2\)The implication "(b) \( \Rightarrow \) (c)" was already shown in [7].
3 The p-delta learning rule

In this section we develop a learning rule for parallel perceptrons. We call this learning rule the p-delta rule. It consists of two ingredients. The first ingredient is the classical delta rule, which is applied to some of the individual perceptrons that make up the parallel perceptron. The second ingredient is a rule which decides whether the classical delta rule should be applied to a given individual perceptron. This rule takes inspiration from support vector machines [14]. Support vector machines learn classifiers which maximize the margin of the classification: An input $z \in \mathbb{R}^d$ is classified by sign $(\alpha \cdot z)$, and $\alpha$ is calculated such that for all training examples $z_k$ the dot product $|\alpha \cdot z_k|$ is large. In a somewhat related fashion we apply the delta rule to those individual perceptrons that give the wrong output, and also to those that give the right output but with a too small margin. This ensures that the outputs of the individual perceptrons become stable against perturbations of the inputs, which improves both the stability of the learning process as well the performance — in respect to generalization — of the trained parallel perceptron.

The idea of training a single perceptron with a sufficiently large margin dates back to Mays’ “increment adaptation rule” [23, 6].

In the following we discuss the basic options regarding the application of the classical delta rule in the context of parallel perceptrons, and we show how to incorporate the large margin idea. We first discuss the more general rule for regression and then state the simplified version for binary classification.

3.1 Getting the outputs right

Let $(z, o) \in \mathbb{R}^d \times [-1, +1]$ be the current training example and let $\alpha_1, \ldots, \alpha_n \in \mathbb{R}^d$ be the current weight vectors of the $n$ individual perceptrons in the parallel perceptron. Thus the current output of the parallel perceptron is calculated as

$$\hat{o} = s_p(p), \quad \text{where} \quad p = \#\{i : \alpha_i \cdot z \geq 0\} - \#\{i : \alpha_i \cdot z < 0\}.$$ 

If $|\hat{o} - o| \leq \varepsilon$ where $\varepsilon$ is the desired accuracy, then the output of the parallel perceptron is correct up to this accuracy and the weights need not be modified.
Consider now the case

\[ \hat{o} > o + \varepsilon, \]

where the output of the parallel perceptron is too large. To lower the output of the parallel perceptron we need to reduce the number of weight vectors with \( \alpha_i \cdot z \geq 0 \). Applying the classical delta rule to such a weight vector yields the update

\[ \alpha_i \leftarrow \alpha_i + \eta \Delta_i, \]

where \( \eta > 0 \) is the learning rate and

\[ \Delta_i = -z. \]

However it is not obvious which weight vectors with \( \alpha_i \cdot z \geq 0 \) should be modified by this update rule. There are several plausible options:

1. Update only one of the weight vectors with \( \alpha_i \cdot z \geq 0 \). For example choose the weight vector with minimal \( \alpha_i \cdot z \).

2. Update \( N \) of the weight vectors with \( \alpha_i \cdot z \geq 0 \), where \( N \) is the minimal number of sign changes of individual perceptrons that are necessary to get the output \( \hat{o} \) of the parallel perceptron right. This approach was taken in [25, Section 6.3].

3. Update all weight vectors with \( \alpha_i \cdot z \geq 0 \).

For our p-delta rule we choose the third option. We proceed analogously in the case where \( \hat{o} < o - \varepsilon \). Thus we arrive at the rule \( \alpha_i \leftarrow \alpha_i + \eta \Delta_i \) for all \( i \), where

\[ \Delta_i = \begin{cases} 
-z & \text{if } \hat{o} > o + \varepsilon \text{ and } \alpha_i \cdot z \geq 0 \\
+z & \text{if } \hat{o} < o - \varepsilon \text{ and } \alpha_i \cdot z < 0 \\
0 & \text{otherwise.} 
\end{cases} \]

Although by our choice of the update option too many weight vectors might be modified, this negative effect can be counteracted by the “clear margin” approach, which is discussed in the next section. Note that the third option is the one which requires the least communications between a central control and agents that control the individual
weight vectors $\alpha_i$: each agent can determine on its own whether $\alpha_i \cdot z \geq 0$, and hence no further communication is needed to determine which agents have to update their weight vector once they are told to which class the global error of the output $\hat{o}$ of the parallel perceptron belongs.

### 3.2 Stabilizing the outputs

For any of the 3 options discussed in the previous section, weight vectors are updated only if the output of the parallel perceptron is incorrect. Hence weight vectors remain unmodified as soon as the sign of $\alpha_i \cdot z$ is “correct” in respect to the target output $o$ and the output of the parallel perceptron $\hat{o}$. Thus at the end of training there are usually quite a few weight vectors for which $\alpha_i \cdot z$ is very close to zero (for some training input $z$). Hence a small perturbation of the input $z$ might change the sign of $\alpha_i \cdot z$, and the output of the parallel perceptron is rather unstable. This reduces the generalization capabilities of the parallel perceptron. To stabilize the output of the parallel perceptron we modify the update rule of the previous section in order to keep $\alpha_i \cdot z$ away from zero. In fact, we try to keep a margin $\gamma$ around zero clear from any dot products $\alpha_i \cdot z$. The margin $\gamma > 0$ is a parameter of our algorithm.

Assume that $\alpha_i \cdot z \geq 0$ has the correct sign but that $\alpha_i \cdot z < \gamma$. In this case we increase $\alpha_i \cdot z$ by updating $\alpha_i$ as

$$\alpha_i \leftarrow \alpha_i + \eta \mu z$$

for an appropriate parameter $\mu > 0$. The parameter $\mu$ measures the importance of a clear margin: if $\mu \approx 0$ then this update has little influence, if $\mu$ is large then a clear margin is strongly enforced. A typical value of $\mu$ is $\mu = 1$.

Observe that a margin $\gamma$ is effective only if the weights $\alpha_i$ remain bounded: to satisfy condition $|\alpha_i \cdot z| \geq \gamma$, scaling up $\alpha_i$ by a factor $C > 1$ or reducing $\gamma$ by factor $1/C$ is equivalent. Thus we keep the weights $\alpha_i$ normalized, $||\alpha_i|| = 1$.\(^3\) Concluding, the $p$-delta rule is summarized in Figure 1. Note that $\alpha_i \cdot z$ is always pushed away from 0

\(^3\)There exists substantial evidence that biological neurons are also genetically programmed to keep their incoming weights normalized, see [27] for a recent review.
**p-delta rule**

For all $i = 1, \ldots, n$:

\[(a) \quad \alpha_i \leftarrow \alpha_i + \eta \begin{cases} (-z) & \text{if } \dot{\theta} > o + \varepsilon \text{ and } \alpha_i \cdot z \geq 0 \\ (+z) & \text{if } \dot{\theta} < o - \varepsilon \text{ and } \alpha_i \cdot z < 0 \\ \mu(+z) & \text{if } \dot{\theta} \leq o + \varepsilon \text{ and } 0 \leq \alpha_i \cdot z < \gamma \\ \mu(-z) & \text{if } \dot{\theta} \geq o - \varepsilon \text{ and } -\gamma < \alpha_i \cdot z < 0 \\ 0 & \text{otherwise} \end{cases}\]

\[(b) \quad \alpha_i \leftarrow \alpha_i / ||\alpha_i|| .\]

Figure 1: The p-delta rule

according to the 3rd or 4th line, unless it is pushed towards 0 according to one of the first two lines of the update rule in Fig. 1.

4 Possible applications to biological models and analog VLSI

We have shown in Corollary 2.2 that parallel perceptrons have the “universal approximation property”, i.e., they can approximate any given continuous function uniformly on any compact domain. This approximation result has an interesting interpretation in the context of computational neuroscience, since one can view a parallel perceptron as a model for a population of biological neurons. One can model the decision whether a biological neuron will fire within a given time interval (e.g., of length 5 ms) quite well with the help of a single perceptron (see [13], [18]). Hence a parallel perceptron can be used to predict how many of these neurons will fire within such short time interval. Thus the universal approximation property of parallel perceptrons implies that a single popu-
population $P$ of biological neurons (without lateral connections) can in principle approximate any given continuous function $f$. One just has to assume that the components of the input vector $\mathbf{x}$ are given in the form of synaptic input currents to the neurons in the population $P$, and that the fraction of neurons in $P$ that fire within a given short time interval represents the approximation to the target output value $f(\mathbf{x})$.

The p-delta learning rule for parallel perceptrons that we discuss in this article, has already been tested in this biological context [22]. The results of these simulations show that the p-delta learning rule is very successful in training populations of readout neurons to adopt a given population response. We are not aware of any other learning algorithm that could be used for that purpose. In particular we are exploiting here that, in contrast to backprop, the p-delta learning rule can be applied to neuron models that do not have a smooth activation function. The computer simulations discussed in [22] also show that the p-delta rule can be used to train models for circuits of biological neurons to adopt a given temporal response, i.e., to approximate a given nonlinear filter.

One may argue that the p-delta rule has a larger chance of being biologically realistic than other learning algorithms, such as backprop, that have been developed for artificial neural networks. Most of these other learning algorithms require the transmission of analog error signals (typically involving the values of derivatives) with high bit precision between a global control and local mechanisms that carry out the actual synaptic modifications. These communication requirements would be difficult to satisfy in a noisy analog system. In contrast to that, the p-delta rule just requires to broadcast to all local agents whether the current population response $\mathbf{\hat{o}}$ was close to the desired target output $\mathbf{o}$, or way too large, or way too small. Thus in contrast to backprop, the same information can be sent to all local agents, the message requires just 2 bits, and no complex computations (such as taking derivatives and multiplication of analog values) are needed to compute these 2 bits.

For the same reason the p-delta rule is better suitable than backprop for implementation in analog VLSI, for example in order to build adaptive “universal approximator chips” in analog VLSI with on-chip learning facilities.
5 Further analysis of the p-delta rule

5.1 The p-delta rule performs gradient descent for some error function

In this section we construct an error function $\text{Err}(\alpha_1, \ldots, \alpha_n; z, o)$ for input $z$ and target output $o$ in respect to the weights $\alpha_i$ of the parallel perceptron, such that the p-delta rule performs gradient descent in respect to this error function.

Let $\alpha_1, \ldots, \alpha_n$ be the current weight vectors of the parallel perceptron and let $z$ be an input vector for the parallel perceptron. Then the output of the parallel perceptron is calculated as $\hat{o} = s_\rho(\sum_{i=1}^{n} f_i(z))$ where $f_i(z) = +1$ if $\alpha_i \cdot z \geq 0$ and $f_i(z) = -1$ if $\alpha_i \cdot z < 0$. An error function with respect to the target output $o$ can now be defined as

$$\text{Err}(\alpha_1, \ldots, \alpha_n; z, o) = \begin{cases} 
\sum_{i: \alpha_i \cdot z \geq 0} (\mu \gamma + \alpha_i \cdot z) + \sum_{i: \gamma < \alpha_i \cdot z < 0} (\mu \gamma + \mu \alpha_i \cdot z) & \text{if } \hat{o} > o + \varepsilon \\
\sum_{i: \alpha_i \cdot z < 0} (\mu \gamma - \alpha_i \cdot z) + \sum_{i: 0 \leq \alpha_i \cdot z < \gamma} (\mu \gamma - \mu \alpha_i \cdot z) & \text{if } \hat{o} < o - \varepsilon \\
\sum_{i: \gamma < \alpha_i \cdot z < 0} (\mu \gamma + \mu \alpha_i \cdot z) + \sum_{i: 0 \leq \alpha_i \cdot z < \gamma} (\mu \gamma - \mu \alpha_i \cdot z) & \text{if } |\hat{o} - o| \leq \varepsilon.
\end{cases}$$

Line 1 and 2 cover the case that the output of the parallel perceptron is too far from the target output, i.e. $|o - \hat{o}| > \varepsilon$. The sums $\sum_{i: \alpha_i \cdot z \geq 0} (\mu \gamma + \alpha_i \cdot z)$ and $\sum_{i: \alpha_i \cdot z < 0} (\mu \gamma - \alpha_i \cdot z)$ measure how far dot products $\alpha_i \cdot z$ are on the wrong side (from 0), e.g. if $\hat{o} > o + \varepsilon$ then there are too many $\alpha_i$ with $\alpha_i \cdot z \geq 0$ and each such weight is penalized with $\mu \gamma + \alpha_i \cdot z$.

The term $\mu \gamma$ ensures compatibility with the other sums, $\sum_{i: \gamma < \alpha_i \cdot z < 0} (\mu \gamma + \mu \alpha_i \cdot z)$ and $\sum_{i: 0 \leq \alpha_i \cdot z < \gamma} (\mu \gamma - \mu \alpha_i \cdot z)$. These sums penalize weights for which $\alpha_i \cdot z$ is within a margin $\gamma$ around 0. Consider for example $\sum_{i: 0 \leq \alpha_i \cdot z < \gamma} (\mu \gamma - \mu \alpha_i \cdot z)$. If $0 \leq \alpha_i \cdot z < \gamma$ then the distance to the margin $\gamma$ is $\gamma - \alpha_i \cdot z$. Weighting this distance by $\mu$ gives the error term $\mu \gamma - \mu \alpha_i \cdot z$.

The fact that the error terms — either for being on the wrong side or for being within the margin — are compatible is depicted in Figure 2. As long as the dot product is on the wrong side, the error grows with the distance from 0. If the dot product is on the right side the error grows with the distance from the margin $\gamma$, scaled by $\mu$. Thus the error
Figure 2: Plot of the error function $\text{Err}(\alpha; z, o)$ for a single weight vector $\alpha$ versus the dot product $\alpha \cdot z$, assuming that $||\alpha|| = 1$ and $\hat{o} > o + \varepsilon$ for all displayed $\alpha$. ($\mu = 1/2$)

function is continuous as long as $|\hat{o} - o| \neq \varepsilon$. If the weights change such that the output of the parallel perceptron moves from $|\hat{o} - o| > \varepsilon$ to $|\hat{o} - o| < \varepsilon$ then the error function jumps downwards since the sum $\sum_{i: \alpha_i \cdot z \geq 0} (\mu \gamma + \alpha_i \cdot z)$ (assuming $\hat{o} > o + \varepsilon$) is replaced by the smaller sum $\sum_{i: 0 \leq \alpha_i \cdot z < \gamma} (\mu \gamma - \mu \alpha_i \cdot z)$ (third line of (4)).

It is easy to see that the error function is non-negative and that it is equal to zero if and only if $|\hat{o} - o| \leq \varepsilon$ and all weight vectors $\alpha_i$ satisfy $|\alpha_i \cdot z| \geq \gamma$. Taking derivatives of the error function with respect to $\alpha_i$ we find that the first part of the p-delta rule performs gradient descent with respect to this error function.

5.2 Generalization capability and relationship to support vector machines

The idea having a clear margin around the origin is not new and is heavily used by support vector machines [14]. In our setting we use the clear margin to stabilize the output of the parallel perceptron. As is known from the analysis of support vector machines such a stable predictor also gives good generalization performance on new examples. Since
our parallel perceptron is an aggregation of many simple perceptrons with large margins (see also [12]), one expects that parallel perceptrons also exhibit good generalization. This is indeed confirmed by our empirical results reported in the next section. Further justification for our approach is provided by the theoretical analysis in [2, 3]. There it is shown that the generalization error of a parallel perceptron can indeed be bounded in terms of the margins of the simple perceptrons, such that the bound on the generalization error decreases with increasing margins.

5.3 Empirical results on machine learning datasets

For an empirical evaluation of the p-delta rule we have chosen eight datasets with binary classification tasks from the UCI machine learning repository [5]: Wisconsin breast-cancer (BC), King-Rook vs. King-Pawn Chess Endgames (CH), German Numerical Credit Data (CR), Pima Indian Diabetes (DI), Cleveland heart disease (HD), Ionosphere (IO), Thyroid disease records (Sick) (SI) and Sonar (SN). For a more detailed description of the datasets see Appendix B. Our criteria were binary classification tasks and few missing values in the data.

We compared our results with the implementations in WEKA\(^4\) of multilayer perceptrons with backpropagation (MLP+BP), the decision tree algorithm C4.5, and support vector machines (with SMO). We also compared our results with MADALINE. We added a constant bias to the data and initialized the weights of the parallel perceptron randomly.

The results are shown in Table 1. Results are the errors of the algorithms on the test sets averaged over 10 independent runs of 10-fold crossvalidation. The learning was stopped, when the error function of the p-delta rule did not improve by at least 1% during the second half of the trials so far. Typically this occurred after a few hundred epochs, sometimes it took a few thousand epochs. For all datasets we used \(\gamma = 0.05\), \(\mu = 1\), and a decreasing learning rate \(\eta = \frac{1}{4\sqrt{t}}\) where \(t\) is the number of epochs so far. The parameters \(\eta\) and \(\gamma\) could also be tuned automatically. This would result in partially faster convergence.

\(^4\)A complete set of Java Programs for Machine Learning, including datasets from UCI, available at http://www.cs.waikato.ac.nz/ml/weka/.
The results for the empirical comparison show the average accuracy on the test set for 10 times 10-fold CV (MADALINE: n=3, MLP: 3 hidden units, SVM: 2\textsuperscript{nd} degree polynomial kernel) and the corresponding standard error of learning but yields no significantly better results than with fixed parameters. Details for this automatic tuning are given in Appendix A.

The results show that the performance of the p-delta rule is comparable with that of other classification algorithms. We also found that for the tested datasets small parallel perceptrons (n = 3) suffice for good classification accuracy.

The performance of the p-delta rule scales similarly to the performance of the perceptron rule. In particular, the performance of the p-delta rule does not depend on the input dimension but scales with the squares of the margins of the individual perceptrons [2, 3].

<table>
<thead>
<tr>
<th>Dataset</th>
<th>p-delta (n = 3)</th>
<th>MADA-LINE</th>
<th>WEKA MLP+BP</th>
<th>WEKA C4.5</th>
<th>WEKA SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>BC</td>
<td>96.94% ± 0.20</td>
<td>96.28% ± 0.44</td>
<td>96.50% ± 0.19</td>
<td>95.46% ± 0.53</td>
<td>96.87% ± 0.16</td>
</tr>
<tr>
<td>CH</td>
<td>97.25% ± 0.23</td>
<td>97.96% ± 0.18</td>
<td>99.27% ± 0.10</td>
<td>99.40% ± 0.07</td>
<td>99.43% ± 0.08</td>
</tr>
<tr>
<td>CR</td>
<td>71.73% ± 0.82</td>
<td>70.51% ± 0.99</td>
<td>73.12% ± 0.76</td>
<td>72.72% ± 0.89</td>
<td>75.45% ± 0.75</td>
</tr>
<tr>
<td>DI</td>
<td>73.66% ± 1.03</td>
<td>73.37% ± 1.38</td>
<td>76.77% ± 0.60</td>
<td>73.74% ± 0.79</td>
<td>77.32% ± 0.55</td>
</tr>
<tr>
<td>HD</td>
<td>80.02% ± 1.19</td>
<td>78.82% ± 1.25</td>
<td>82.09% ± 1.08</td>
<td>76.25% ± 2.22</td>
<td>80.78% ± 1.19</td>
</tr>
<tr>
<td>IO</td>
<td>84.78% ± 1.57</td>
<td>86.52% ± 1.23</td>
<td>89.37% ± 0.80</td>
<td>89.74% ± 0.74</td>
<td>91.20% ± 0.53</td>
</tr>
<tr>
<td>SI</td>
<td>95.72% ± 0.21</td>
<td>95.73% ± 0.33</td>
<td>96.23% ± 0.27</td>
<td>98.67% ± 0.21</td>
<td>93.92% ± 0.16</td>
</tr>
<tr>
<td>SN</td>
<td>74.04% ± 2.96</td>
<td>78.85% ± 3.16</td>
<td>81.63% ± 1.24</td>
<td>73.32% ± 1.90</td>
<td>84.52% ± 1.08</td>
</tr>
</tbody>
</table>

Table 1: The results for the empirical comparison show the average accuracy on the test set for 10 times 10-fold CV (MADALINE: n=3, MLP: 3 hidden units, SVM: 2\textsuperscript{nd} degree polynomial kernel) and the corresponding standard error of learning but yields no significantly better results than with fixed parameters. Details for this automatic tuning are given in Appendix A.

The results show that the performance of the p-delta rule is comparable with that of other classification algorithms. We also found that for the tested datasets small parallel perceptrons (n = 3) suffice for good classification accuracy.

The performance of the p-delta rule scales similarly to the performance of the perceptron rule. In particular, the performance of the p-delta rule does not depend on the input dimension but scales with the squares of the margins of the individual perceptrons [2, 3].

6 Discussion

Moerland and Fiesler [24] state that “the design of a compact digital neural network can be simplified considerably when Heaviside functions are used as activation functions instead of a differentiable sigmoidal activation function. While training algorithms for perceptrons with Heaviside functions abound, training multilayer networks with nondifferentiable Heaviside functions requires the development of new algorithms.” We have
presented in this article a new learning algorithm — the p-delta rule — for parallel perceptrons, i.e., for neural networks consisting of a single layer of perceptrons (which use the Heaviside function as activation function). This learning algorithm employs (implicitly) the method of maximizing the margin between examples from different classes, which is used very successfully for support vector machines. To the best of our knowledge, the p-delta rule is the first application of this strategy to hidden units in a multi-layer network. In contrast to other learning algorithms for parallel perceptrons, such as MADALINE-3 [28] and weight perturbation [17] (see the survey in [24]), the p-delta rule can be executed in parallel, with one global 2-bit error signal as the only communication between local agents. In comparison with backprop for multi-layer perceptrons this new learning algorithm — which only requires to tune weights on a single layer — provides an alternative solution to the credit assignment problem that neither requires smooth activation functions nor the computation and communication of derivatives. The recent results of Anthony [2] and [3] provide attractive bounds for the generalization error of the p-delta rule. The p-delta rule involves besides the learning rate $\mu$ (which appears in virtual all learning algorithms) an additional parameter $\gamma$ that regulates the sensitivity of the parallel perceptrons to small variations in the input values. Our computer simulations in section 5.3 have shown that fixed default settings of both of these parameters perform well for a large variety of benchmark classification tasks.

Because of the small amount of communication between perceptrons which the p-delta rule requires, one may argue that it provides a more compelling paradigm for distributed learning in biological neural circuits than the familiar backprop algorithm. It has already been used in computer simulations of biological neural circuits for training pools of neurons to approximate an analog target function via space-rate coding [22]. Alternative approaches for training models for biological neural circuits, based on reinforcement learning, have recently proposed in [11, 29, 16]. These reinforcement learning algorithms also require little communication between neurons, but more complex local computations of “eligibility” (i.e., credit assignment). It will be interesting to see a comparison of the performance of these quite different approaches. So far no results of applications of algorithms based on reinforcement learning to complex real-world classification problems (such
as the benchmark problems considered in section 5.3 of this paper) have been documented in the literature.

We have shown in Theorem 2.1 that the parallel perceptron model is closely related to previously studied Winner-Take-All circuits (in particular it shares their universal approximation capability for arbitrary continuous functions, as we have shown in Corollary 2.2). Hence the p-delta rule also provides a new learning algorithm for Winner-Take-All circuits. The relevance of Winner-Take-All circuits for modelling computation in cortical microcircuits has recently been re-emphasized in [10].
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A Practical considerations for the implementation of the p-delta rule on a digital computer

To check the validity of the parallel perceptron and of the p-delta rule we ran several experiments with benchmark machine learning datasets. When the p-delta rule is run on a digital computer and is applied to a specific learning task, a particular instantiation


of the p-delta rule (and its parameters) has to be chosen. Thoughts about reasonable choices are discussed in this section.

The first thing to mention is that we did batch updates of the weights instead of updating the weights for each individual training example. We accumulated the updates for all training examples and updated the weights once for each epoch. Doing batch updates allows also another modification of the update rule: instead of normalizing the weights implicitly by the update rule
\[ \alpha_i \leftarrow \alpha_i - \eta \left( ||\alpha_i||^2 - 1 \right) \alpha_i \]
we explicitly normalized the weights by
\[ \alpha_i \leftarrow \alpha_i / ||\alpha_i|| \]
after each update.

Now it remains to choose the parameters of the p-delta rule, \( \eta, \gamma, \) and \( \mu \). It turns out that the choice of \( \mu \) is rather insignificant and we set \( \mu = 1 \). With \( \eta \) and \( \gamma \) the situation is more complicated. In particular the choice of \( \gamma \) is important for a good performance of the p-delta rule. Therefore we included a mechanism which automatically tunes \( \gamma \). For this we constructed an update rule for \( \gamma \). This update rule increases \( \gamma \) if for a training example \((z, o)\) only few dot products \( \alpha_i \cdot z \) are in the margin \((-\gamma, +\gamma)\), and the update rule decreases \( \gamma \) if there are many dot products within this margin. The number of dot products within the margin is calculated as
\[
M_+ = \# \{ i : 0 \leq \alpha_i \cdot z < +\gamma \text{ and } \hat{\delta} \leq o + \varepsilon \}
\]
\[
M_- = \# \{ i : -\gamma < \alpha_i \cdot z < 0 \text{ and } \hat{\delta} \geq o - \varepsilon \}
\]
(we count only dot products which have the correct sign in respect to \( o \) and \( \hat{\delta} \)). Now the update rule is given by
\[
\gamma \leftarrow \gamma + \eta \left( M_{\min} - \min\{ M_{\max}, M_+ + M_- \} \right)
\]
where \( M_{\min}, M_{\max} > 0 \) are suitable parameters. This means that at most \( M_{\max} \) of the dot products within the margin are considered, and that \( \gamma \) is increased if the number of
For the last remaining parameter, the learning rate $\eta$, we used an adaptive learning rate schedule. If an update of the weights reduces the value of the error function, then the learning rate is increased (say, by a factor 1.1), if an update increases the value of the error function, then the learning rate is decreased (say, by a factor 0.5). Such an adaptive learning rate schedule yields a relatively fast but still stable convergence of the p-delta rule.

It has to be remarked, that getting the magnitudes of the parameters $\gamma$ and $\eta$ right is crucial for the performance of the p-delta rule, although the p-delta rule is quite robust against small changes of the parameters. Setting these parameters by hand can be – depending on the complexity of the training data – quite difficult. The considerations in this section provide a good way of tuning these parameters automatically, though this method is harder to implement in hardware (e.g. in analog VLSI) through the increased need of communication to the perceptrons. We found that the choice of the meta-parameters for the adaptation of $\gamma$ and $\eta$ is far less sensitive than the choice of the original parameters, which makes the automatic tuning of $\gamma$ and $\eta$ an effective approach.

\section*{B Datasets used for empirical evaluation}

For an empirical evaluation of the p-delta rule we have chosen eight datasets from the UCI machine learning repository [5]. Our criteria were binary classification tasks, few missing values in the data, and published learning results for multilayer-perceptrons trained by backprop (MLP+BP). All examples containing missing values have been removed from the data. Nominal attributes were transformed into corresponding binary vectors. Table 2 gives an overview about the datasets being used. The numbers of examples in brackets show the original size of the dataset before examples containing missing values had been removed. The rest of the values in the table are for the dataset without the examples containing missing values. The datasets we have chosen are:
Table 2: Numerical description of the datasets used for empirical evaluation.

- Breast-cancer (BC): We used the original Wisconsin breast-cancer dataset, consisting of 699 examples of breast-cancer medical data out of two classes. Each of the nine attributes is an integer value between 1 and 10. 16 examples containing missing values have been removed. 65.5% of the examples form the majority class.

- King-Rook vs. King-Pawn chess endgames (CH): This database consists of examples from chess endgame positions with king and rook on one side against only king and pawn as the opponents. The attributes describe various positions on the chessboard. The class is which side won in the corresponding game. None of the 3196 examples contains missing values. The majority class is 52.2%.

- German credit data (CR): The German credit database consists of 1000 examples of credit approvals. Two versions are available: one with and one without nominal and categorical attributes. We used the numerical version of this database that had also been used in Statlog. This database does not contain examples with missing values and the majority class is 70%.

- Pima Indian Diabetes (DI): This dataset contains 768 instances with 8 attributes each plus a binary class label. There are no missing values in this dataset. All eight attributes are real values. The baseline accuracy is 65.1%.

- Heart Disease (HD): We used the Cleveland heart disease database. From the 13 attributes describing the two classes (healthy or diseased heart) there are 6 real
valued attributes and 7 nominal attributes. 7 examples out of 303 contained missing values. These examples were removed from the dataset for the experiments. The majority class is 54.1% without those examples.

- Ionosphere (IO): This database contains 351 examples of radar return signals from the ionosphere. Each example consists of 34 real valued attributes plus binary class information. There are no missing values.

- Sick (SI): This is the thyroid disease database from the Garavan Institute and Ross Quinlan. The original database contained 3772 examples of which 1129 contain missing values. These examples together with the original attributes 27 and 28 have been removed from the database. The majority class in the resulting dataset is 92%.

- Sonar (SN): The sonar database is a high-dimensional dataset describing sonar signals in 60 real-valued attributes. The two classes are ‘rock’ (97 examples) and ‘metal’ (111 examples). The dataset contains 208 instances and no missing values.